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ABSTRACT
Recommender Systems (RSs) play an increasingly important
role in video-on-demand web applications – such as YouTube
and Netflix – characterized by a very large catalogs of videos
and movies. Their goal is to filter information and to rec-
ommend to users only the videos that are likely of interest
to them. Recommendations are traditionally generated on
the basis of user’s preferences on movies’ attributes, such
as genre, director, actors. Preferences on attributes are im-
plicitly detected by analyzing the user’s past opinions on
movies.

However, we believe that the opinion of users on movies
is better described in terms of the mise-en-scène, i.e., the
design aspects of a film production affecting aesthetic and
style. Lighting, colors, background, and movements are all
examples of mise-en-scène. Although viewers may not con-
sciously notice film style, it still affects the viewer’s expe-
rience of the film. The mise-en-scène highlights similarities
in the narratives, as filmmakers typically relate the overall
film style to reflect the story, and can be used to categorize
movies at a finer level than with traditional film attributes,
such as genre and cast. Two films may be from the same
genre, but they can look different based on the film style.

In this paper, we present an ongoing work for the develop-
ment of a novel application that offers a personalized way to
search for interesting multimedia content. Instead of using
the traditional classifications of movies based on attributes
such as genre and cast, we use aesthetic movie features de-
rived from film styles as determined by filmmaker profes-
sionals. Stylistic features of movies are extracted with an
automatic video analysis tool and are used by our applica-
tion to generate personalized recommendations and to help
users in searching for interesting content.
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1. INTRODUCTION
Nowadays, due to the rapidly growing of online video ser-

vices, such as YouTube and Netflix, the information overload
is getting more and more problematic and finding the right
content is a challenging problem for the users [19]. Recom-
mender Systems (RSs) are tools that tackle this problem by
suggesting to users a set of videos that match their needs
and interests [13, 20, 21, 1, 7].

The most popular approaches for RSs are based on content-
based techniques [2, 14, 8], which suggest movies based on
their explicit attributes. For instance, a content-based rec-
ommender system might recommends movies of the same
genre or with the same actors as the movies that the user
preferred in the past. The underlying idea of content-based
recommender systems is that these attributes reflect the plot
of the movie and the user’s taste. One of the main drawbacks
of content-based approaches is that the number of categories
in which a movie can be classified is limited by the number
of attributes. Moreover, in many application domains such
as in YouTube, most of the video content available online is
not tagged with attributes and, therefore, cannot be recom-
mended.

Some authors observed that the perception of a movie in
the eyes of a viewer is influenced by factors not related to
genre and cast but to the mise-en-scène, i.e., the style and
design aspects of a film [5, 9]. Lighting, colors, background,
costumes, camera movements, are all part of the mise-en-
scène. As an example, according to the “classical hollywood
narrative film style”, if a character is walking across a room,
the camera follows the character’s movement. According to
other film styles, the camera is fixed. Differently from tra-
ditional film attributes, such as genre and cast, which cat-
egorizes films based on the plot (i.e., the events that make
up a story), the mise-en-scène highlights similarities in the
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narrative structure (i.e., how the events of a story are told),
as filmmakers typically relate the overall film style to re-
flect the story. Two films may be from the same genre, but
they can look different based on the film style. For exam-
ple, “The Fifth Element”’ and the “War of the Worlds”’ are
both sci-fi movies about an alien invasion. However, they
are shot completely differently, with Luc Besson (The Fifth
Element) using bright colors while Steven Spielberg (War of
the Worlds) preferring dark scenes. Although a viewer may
not consciously notice the two different film styles, they still
affect the viewer’s experience of the film. There are count-
less ways to create a film based on the same script simply
through changing the mise-en-scène [9].

In this paper we describe an ongoing novel application
that offers a personalized way to search for interesting movies
through the analysis of film styles. Instead of using the
traditional classifications of movies based on explicit at-
tributes such as genre and cast, the application provides
searching and recommendation capabilities based on aes-
thetic attributes derived from the low-level analysis of the
video content. These aesthetic attributes are derived from
film styles as determined by filmmaker professionals, and ac-
curately match viewers’ perceptions, as revealed by the first,
ongoing studies. We would like to use this application to in-
vestigate our research hypothesis that styles–based recom-
mender systems are able to provide better recommendations
than content-based recommender systems. The application
is composed of three main modules:

• a low-level feature extraction module which uses au-
tomatic video-analysis techniques to extract aesthetic
features related to the style of a film, such as lighting,
colors, movements;1

• a style-based recommender system which recommends
to the user movies with a style similar to the style of
the movies that the user liked in the past;

• an online application that can be used to search for
interesting movies and to receive recommendations.2

The first two modules of the application have been com-
pleted and they now contain a catalog of 210 movies, 120
of which are uniformly sampled from 4 single genres (Ac-
tion, Comedy, Drama, and Horror), and 90 from mixed gen-
res. All the movies are characterized in terms of low-level
style-based features. The development of the online applica-
tion is still ongoing. Very preliminary results show that our
style–based recommender system is able to provide better
recommendations with respect to traditional content–based
recommender systems. Once the online front-end is com-
pleted, we plan to launch an extensive empirical study to
investigate the research hypothesis.

2. RELATED WORK
Content-based recommender systems build a profile of the

user’s preferences and interests by analyzing the features
(attributes) of the products previously rated by the user.

1The term low-level derives from the fact that style–based
features are extracted from the movie through the low-level
analysis of the video content, as opposed to traditional at-
tributes which are manually assigned.
2The application will be accessible through the following
link: http://recsys.deib.polimi.it/

Recommendations are then generated by matching the fea-
tures of the user profile with the features of other products
in the catalog. In the media domain (i.e., music, movie),
content-based recommendations are based on two different
types of features: structured features related to the content
(e.g., genre of the movie or music) or low-level features re-
lated to the intrinsic characteristics of the media content
(e.g., brightness in video and pitch in music) [1, 7]. For
example, in music recommendation many acoustic features,
e.g. pitch, rhythm and timbre, can be extracted and used
to find perceptual similar tracks [3, 4, 11, 18].

In this paper we focus on visual features, that can be
extracted directly from the movie content itself and that
can be correlated with the style of a movie. In video rec-
ommendation, a few works in the past have leveraged the
visual features directly extracted from the visual content it-
self within the recommendation process. Scott et al. [17] de-
scribe an application that can be used to filter movies based
on low-level features. Yang et al. [20] presented a video rec-
ommender system, VideoReach, which combines textual, vi-
sual and aural features to increase click-through-rate. Zhao
et al. [21] propose a multi-task learning algorithm to inte-
grate multiple ranking lists generated by exploring different
information sources, visual content included.

However, none of these previous works has considered how
visual features can effectively replace the other typical con-
tent information when they are not available. Moreover,
none of these works have chosen the low-level features to be
representative of different film styles.

3. METHOD DESCRIPTION
The first step in order to build a style-based video rec-

ommendation system is to find features that can bridge the
gap between human-understandable semantics and aesthetic
styles. These features must comply with human norms of
perception and follow the style of the film - the rules direc-
tors of movies use to make a movie. By carefully studying
the literature in the vision community, we selected a number
of features that we think can best describe the main styles of
a movie [16]. We conducted a features selected classification
analysis in order to evaluate the usefulness of the features.

3.1 Visual features
A total of four categories of visual features was used in

our experiment in order to represent each movie:

• Average shot length: A single camera action is known
as a shot and the number of shots in a video can be
indicative of the pace at which the movie is being cre-
ated. For example, action movies usually contain rapid
movements of the camera compared to dramas with
many conversations between people in it. The cor-
responding average shot length in these genres is ex-
pected to be high (for actions) and low (for dramas).

• Color variance: There exist a strong level of correla-
tion between variance of colors and the genre. Direc-
tors tend to adopt a large variety of bright colors for
comedies and darker combination of colors for horrors.
For each key frame represented in Luv color space, we
compute the generalized color variance [16] as the rep-
resentative of the amount of color variation in that key
frame.
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• Motion: Motion in a video can be caused as the re-
sult of the camera movement (i.e. camera motion) or
movements on part of the object being filmed (i.e. ob-
ject motion). While the average shot length focuses on
the former, it is desired that the latter type could be
also captured accurately. For this purpose, a motion
feature based on optical flow [10] was used to compute
a robust estimate of the pixel velocities over a sequence
of images being filmed.

• Lightening : Lightening is another discriminating fac-
tor between movie genres and can be used as a key
playing factor to control the type of emotion desired to
be induced to a user. For example, comedies often con-
tain abundance of light with a low key-to-fill ratio, i.e.,
a low ratio between the brightest and dimmest light.
This concept in cinematography is known as high-key
lightening. On the other hand, horror or noir films use
low-key lightening, i.e. low amount of light and a high
key-to-fill ratio.

3.2 Recommendation algorithm
Videos can be recommended to users by choosing movies

that have similar characteristics to the ones previously seen
by the user. This approach is usually referred to as content-
based recommendation, since only the content features of
the videos are exploited to generate a personalized list of
suggested movies to the user. A widely adopted state-of-
the-art algorithm in this family is called k-nearest-neighbors
content-based recommender. In this algorithm the prefer-
ence of a user for an unseen movie, called the target movie,
is modelled as the weighted average of her preferences to-
ward previously seen movies, called the known movies. Each
preference score is weighted proportionally to the similarity
between the target and known movie this score refers to.
Consequently, all the unseen movies in the catalog can be
scored according to their predicted preference, and a list
of the top-n scored movies is presented to the user. There
exist many similarity metrics that can be plugged into the
recommender algorithm, e.g. Pearson correlation or cosine
similarity, and each one will lead to different recommenda-
tion lists. In this work we adopted k-nearest-neighbors with
cosine similarity as the algorithm to generate personalized
lists of suggested movies to users.

4. USER STUDY
We have developed a demo application, that is going to

be used in a live user study, we planned to conduct. Figure
1 llustrates sample screenshots of the demo. First a user is
registered by entering her basic demographics. Then, she is
asked to clarify whether or not she is an expert in cinema or
movie making domain (top screenshot). This is done in order
to later group the users according to their expertise in the
domain. Later, the user can enter her preferences in terms of
genres (top screenshot) and the visual low-level features she
might be interested to enter (middle screenshot). Finally,
the user is presented a list of recommendations generated
according to her preferences (bottom screenshot). These
recommendations are based on either content-based recom-
mendations according to genre (method 1), or Style-based
recommendations according to the aesthetic visual features
(method 2). As a relevance feedback to the recommenda-
tions, the user is asked to check the relevancy of the movies

and to give her ratings to them. These ratings are later used
to compare the quality of the two recommendation methods.

We also plan to provide to user a questionnaire that mea-
sures the quality of the recommendations and user satisfac-
tion, as well as the usability of the system. For the first
metric, we adopt one of the well-known questionnaires [12,
15], which provides a standard questionnaire for perceived
recommendation quality and choice satisfaction. For the sec-
ond metric, we adopt SUS (System Usability Scale)[6] that
has become a standard for perceived system usability anal-
ysis.

5. CONCLUSION AND FUTURE WORK
In this paper we describe an ongoing research which its

goal is to develop an application that offers personalized way
to search for interesting movies through the analysis of film
styles. Our application will provide not only the searching
capability, but also will benefit from a Style-based recom-
mendation engine. Hence, it exploits aesthetic attributes de-
rived from the low-level analysis of the video content, rather
than the traditional attributes of movies, i.e., explicit at-
tributes such as genre and cast.

We have developed a demo application, that we are using
it to test our research hypothesis, i.e., styles-based video
recommender systems are able to provide better recommen-
dations than classical content-based video recommender sys-
tems. Our preliminary result, obtained from first ongoing
studies, has shown promising quality for our recommender
system in comparison to the classical content-based system.
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